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The Case for AI in Internal Audit



Deloitte’s Internal Audit Framework

Purpose Vision Strategy

Position & Organization
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Process & Technology

People & Knowledge

Performance & Communication

REMIT High impact areas of focus

Advise

Risk & assurance strategy 

External & leading practice

Anticipate
Emerging & dynamic risk

Accelerate

Organizational learning

Management action

Assure

Core processes

Greatest risks

Decision governance 

Change risk 

Behaviors

Second line functions

Digital technologies

CORE OPERATING SYSTEM

Agile Mindset Digital

AI has a key role 
to play across all 
the framework 
elements



AI Trends
AI Everywhere & Available to Everyone
With the onset of Generative AI, AI is now in the hands of ‘everyone’ and is not just the domain
of technical AI programmers.

AI Enabled Service Delivery
With Generative AI available to ‘all’, AI is now being used by staff to generate deliverables 
either directly or indirectly for our clients. This enables efficiency optimising effort of 
course but at the same time introduces risk.

Appropriate Transparency, Governance & Accountability
In many cases AI has been implemented without fully considering its risk and governance
placing the reliability, accuracy and effectiveness of the AI operations/output at risk.

Transformation of the 2nd & 3rd Line
Much investment has been spent on enabling AI technologies to support the first line of 
defense. The transformation of the 2nd & 3rd lines of defense has and continues to lag.

Transforming People – Future AI Enabled Risk Workforce
Whilst on the technical front AI is advancing rapidly with the development of various tools, 
applications and solutions, often the people are not being transformed accordingly and 
therefore are ‘responsible’ for AI models they do not understand.
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Two Main Categories of AI

Discriminative AI

Generative AI

Traditional AI models focus on understanding data 
and making accurate interpretations and predictions.

AI power to “the Masses”. Generative AI involves
building & training models to generate new content.

Both categories have 
application and relevance 

to Internal Audit

Text 
Generation
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Image 
Generation

Video 
Generation

Audio 
Generation

Code
Generation



Generative AI’s Ability to Transform Internal Audit

Inspection of source 
documentation to produce  

summarized text and a 
consistent evaluation

Documentation  
Review

Use of natural language to 
interface technology across an 

organization, such as risk and audit 
platforms and external sources.

Natural Language  
Interface

Generate natural language 
reports and summaries of 

audit findings, making it easier 
for auditors to communicate 
their findings to stakeholder

Documentation  
Creation

Ability to research complex 
accounting questions through 

smart search mechanisms

Knowledge  
Retrieval
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The capabilities which AI can provide today are allowing organizations to challenge their ways of working and reveal new 
prossibilities. Not all of these will be relevant to internal audit , but some could be applied across the internal audit lifecycle 
to evolve and innovate approaches. Example of AI capabilities include:

What Can AI do today?
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What Can AI do today?
The capabilities which AI can provide today are allowing organizations to challenge their ways of working and reveal new prossibilities. Not all of 
these will be relevant to internal audit , but some could be applied across the internal audit lifecycle to evolve and innovate approaches. Example of 
AI capabilities include:
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Deloitte’s Point of View on the Potential of Generative AI

• Enterprise adoption of AI systems has been growing for a number of years, and during 
2023, Generative AI (“GenAI”) has truly captured the imagination of the world, fuelling 
discussion among businesses and policymakers.

• It is incredibly rare for any emerging technology to achieve these levels of adoption and
frequency of usage so rapidly. While initial use was mainly by individuals, Deloitte’s research 
also found a third (32%) of survey respondents who have used GenAI have done so for work 
and organisations will soon be investing heavily in enterprise use cases.

• With the rapid acceleration and integration of GenAI into business functions, AI and 
accordingly GenAI risk management, will continue to be a hot topic for internal audit teams 
throughout 2024 and beyond.
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AI Maturity in Internal Audit

Exploring
Navigate traditional technologies
to automate existing capabilities/
processes. Dabbling with AI.

No meaningful change to the 
overall organization.

Doing
Use AI technologies to augment 
workforce capabilities.
Realizing productivity &
efficiency gains.

Largely the same business, 
operating, & customer models 
with targeted enhancements.

Disrupting
Optimize AI across the enterprise 
to realize value in new and 
meaningful ways.
Leading to reimagined operating 
models & business strategies

Business is disrupted & evolves
in response to rapidly growing
opportunities from AI.

Scaling
Leverage cross-functional AI 
applications & platforms to 
identify synergies/efficiencies. 
Resulting in transformed ways of 
working.

Business begins to adjust to AI as 
cross-functional opportunities 
are realized.

M o s t b u s i n e s s e s a r e  h e r e
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M o m e n t u m e x i s t s w i t h G e n A I  
t o  g e t  t o  h e r e  ( s h o r t t e r m )

( d o n o t r i s k b e i n g  l e f t  b e h i n d )



Internal Audit AI Activation Workstreams

• Advice, assessment and 
assurance & model 
governance

• Model ethics, fairness and 
non bias checks

• Use of AI in the day to day
operations delivering work
and providing services

• ‘Generative AI’ focus

• Upskilling staff on the 
basics of AI and also 
offering training on more 
advanced concepts

1

Model Risk Management

2
Service Delivery 
Transformation

3
AI Savvy Workforce
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AI in Internal Audit – Use Cases
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Two Use Cases

1 Model Risk Management • Responsible AI

2 Service Delivery Transformation • Optimizing day to day
Internal Audit service
delivery

Performed by an

©2023PT Deloitte Konsultan Indonesia 13

‘AI savvy’ workforce
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AI Risk – Trustworthy AI

Safe/secure

Responsible/  
accountable

Transparent/
explainable

Privacy

Robust/  
reliable

Fair/ 
impartial

Trustworthy  
AITM

Fair/impartial
AI applications include internal and 
external checks to help ensure 
equitable application across all 
participants

Transparent/explainable
All participants are able to understand 
how their data is being used and how AI 
systems make decisions; algorithms, 
attributes, and correlations are open to 
inspection

Responsible/accountable
Policies are in place to determine who is 
held responsible for the output of AI 
system decisions

Robust/reliable
AI systems have the ability to learn from 
humans and other systems and 
produce consistent and reliable outputs

Privacy
Consumer privacy is respected, and 
customer data is not used beyond its 
intended and stated use; consumers 
are able to opt in/out of sharing their 
data

Safe/secure
AI systems can be protected from risks 
(including cyber) that may cause 
physical and/or digital harm

There is risk with AI. You have to make sure this risk is properly assessed and mitigated. AI model assurance is critical.
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AI Model Governance

Implementing a data-centric risk 
approach and framework for 

managing risks throughout the AI 
lifecycle

Provide a strategic cross-functional governance, roadmap and operating model for an effective AI risk management 
program.

• Design and implement an AI strategy and framework to be supported by processes and controls over governance, 
deployment, and monitoring of AI based on our Trustworthy AI framework

• Design and implement a strategy for compliance with AI regulations

AI Data Goverance
Establish a data governance and risk management framework to safeguard for the security, privacy, integrity and 
ethics of data used for AI throughout its lifecycle.

• Provide recommendations for remediation of data and controls over AI based on Trustworthy AI framework

• Assist stakeholders in the development, design and implementation of controls to address AI-specific risks

Establishing an AI risk program 
and operational constructs in 
alignment with your business 

strategy and operations

Develop and build a structured assurance program that will help you assure AI models.

AI Strategy, Governance and Operating Model

Analyzing and improving AI 
technology and related processes, 
to promote organizational trust 

for your AI solutions

AI Risk Management Operations
Build trust and resiliency in AI systems against anomalous activities that could compromise the data, models or 
outcomes. Develop robust and resilient infrastructure, operations and model development processes.

• Provide independent testing on the design and operating effectiveness of AI controls, findings, and recommendations 
for deficiencies in the AI environment

• Conduct independent testing of AI models and related datasets for potential adverse outcomes

©2023PT Deloitte Konsultan Indonesia 17



©2023PT Deloitte Konsultan Indonesia 17

Service Delivery Transformation
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GenAI for Internal Audit

Risk Assessment Audit Plan Development Engagement Planning Execution Reporting

Supporting auditor research and 
understanding of risk for a specific 

industry

Supporting audit universe creation
e.g. guidance on universe design, 

process universe, etc..

Identifying areas to audit

Supporting auditor research and
understanding on risk, business
process and expected controls in
advance of engagement planning.

Suggested audits against the risk 
assessed audit universe.

Suggested scheduling and resource 
allocation based on known 

constraints e.g. number and levels 
of staff

Supporting auditor research and 
understanding on risk and business 

process in advance of planning

Suggest control objectives and test 
procedures based on in scope risk 

areas

Suggest data sources, tables and
potential analytics tests

Generate scripts for data extract 
and analytics execution

First draft of scope/terms of 
reference

Analysis of data through natural 
language questioning

Suggested interview questions for 
different stakeholders

Critical assessment of risk and 
control descriptions (e.g. if it covers 

who, what, where, when, etc.)

Initial draft of workpaper

Drawing themes from interview 
notes / audio

Summation/interrogation of audit 
evidence documents

Initial workpaper review and QA

Initial draft of issue/observations

Initial draft report

Initial draft report review and QA

Editorial QA e.g. simplifying 
language, sentiment analysis

Summation of reports for Audit 
Committee summaries

Generation of video/audio 
reporting

Customised communications 
stakeholders style

Report language translation

Drafting emails to communicate the
audit report

GenAI can offer a vast range of possibilities for Internal Audit. Listed below are some example use cases of how Internal Audit can be transformed.
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Mining pooled historical audit reports for insights/trends present a huge opportunity to upgrade internal service and awareness

• Audit reports archive contains rich information
• Audit reports archive contains trends in compliance

and issues of note

• Pooled audit report across clients can give insights 
within an industry and across industries

• These proprietary data can be a source of 
competitive advantage in terms of service quality 
and reduce risk

• Challenges in mining audit reports
• The reports are unstructured

• Covers multiple audit frameworks

• Non-standardized across different projects and time

• Opportunities

AI Insights from Audit Reports

• Natural language processing technologies enable
information extraction from unstructured data

• Generative AI (LLMs) reduce the challenges posted 
by non-standard structure and diverse audit 
frameworks

Example use case:

• Trends over 600+ reports

• Automated pipeline to keep dashboard up-to-date

• Dashboard showing issues pertaining to audit client

• Valuable insights for engagement partners/managers to structure engagement and operations

Sample Use Case 1



Use GenAI to filter and summarize relevant risk signals for subsequent recommended audit focus

Risk Sensing to Identify Audit Focus
Sample Use Case 2

Risk Events

• Signals sensed from dynamic 
risk sensing need to be 
reviewed to remove noise

• Labor intensive due to large 
volume, high cadence data 
(1000s of signals/day)

• Gen AI review automation:
• Include subjective 

context
• High reliability when 

used together with 
ML models

Generate Trends & Audit Focus Recommendations

Large 
Language  

Model
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Produce control objectives and test plans

Generate Controls & Test Plan
Sample Use Case 3

Risk Control Matrix
Global 
GDPR Audit

Period Reviewed:

Large Language Model

Input Context:

• Company profile

Audit Scope
A: Privacy Program Governance
1.Privacy Governance Structure
2.Privacy by Design/Default and Data Protection Impact Assessment (DPIA) program
3.Roles & Responsibilities
4.Privacy & Data Protection Requirements and Controls

B: Privacy Program Policies and Procedures
1.Privacy and information security policies, procedures and standards
2.Privacy notices and consent mechanisms
3.Security for privacy
4.Records of processing activities architecture (location of personal data, access to personal data,
use of third party personal data, third party access to <Client Name>' personal data, personal data
5.Data subject access rights process and capabilities to support requests

6.Privacy incident response program (i.e. breach management and notification)

C: Training and Awareness

1.Privacy and information security training and awareness curriculum
D: Third Party and Cross border Data Transfer

1.Third party/vendor management processes, contracts and due diligence

2.Cross border data transfer mechanisms in use

3.Jurisdictional localization of GDPR privacy program elements

• Industry • Audit scope

Ingest audit scope

Identify risk and create
control objective

Generate test plan
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Use GenAI to mine documents (e.g. contracts) to develop audit check lists and action plans

Identify Risk & Audit Action Plans from Documents
Sample Use Case 4

Ingest counter parties 
information

Retrieve contract 
overview

Generate contract  
audit checklist

Outsourcing
contract

~ 200 pages

Large Language Model

Contract Audit Report
& Action Plans

Audit 
Checklist

Outsourcing Contract
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AI Savvy Workforce
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Purple People

“PURPLE SKILLS”
Business skills 

supplemented by core 
technical 

understanding.

IA staff do not need to 
be AI technical experts 
but business savvy and 

know the ‘right
questions to be asked’.

Train and educate 
your people in AI.

“Purple People”

Storytellin
g

Business
acum

en

Te
ch
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ca
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ki
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Activation
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Activating AI in Internal Audit

Acknowledge this is a priority and a significant service delivery transformation initiative

Educate all internal audit staff on the basic concepts of AI (and in particular GenAI)

Test and learn from the proof of concepts and look to embed the POC outcomes into BAU processes

Appoint an AI internal audit champion to help lead and plan the transformation initiative

Choose a proof of concept in one or two areas where internal audit service delivery can be improvedActivation



Deloitte refers to one or more of Deloitte Touche Tohmatsu Limited (“DTTL”), its global network of member firms, and their related entities (collectively, the “Deloitte organization”). DTTL (also
referred to as “Deloitte Global”) and each of its member firms and related entities are legally separate and independent entities, which cannot obligate or bind each other in respect of third parties.
DTTL and each DTTL member firm and related entity is liable only for its own acts and omissions, and not those of each other. DTTL does not provide services to clients. Please see
www.deloitte.com/about to learn more.

Deloitte Asia Pacific Limited is a company limited by guarantee and a member firm of DTTL. Members of Deloitte Asia Pacific Limited and their related entities, each of which are separate and
independent legal entities, provide services from more than 100 cities across the region, including Auckland, Bangkok, Beijing, Hanoi, Hong Kong, Jakarta, Kuala Lumpur, Manila, Melbourne, Osaka,
Seoul, Shanghai, Singapore, Sydney, Taipei and Tokyo. About Deloitte Indonesia In Indonesia, services are provided by PT Deloitte Konsultan Indonesia.

About Deloitte Indonesia

In Indonesia, services are provided by PT Deloitte Konsultan Indonesia

This document has been prepared by PT Deloitte Konsultan Indonesia for the sole purpose of providing a proposal to the parties to whom it is addressed in order that they may evaluate the capabilities
of PT Deloitte Konsultan Indonesia to supply the proposedservices.

The information contained in this document has been compiled by PT Deloitte Konsultan Indonesia and includes material which may have been obtained from information provided by various sources
and discussions with management but has not been verified or audited. This document also contains confidential material proprietary to PT Deloitte Konsultan Indonesia. Except in the general context
of evaluating our capabilities, no reliance may be placed for any purposes whatsoever on the contents of this document or on its completeness. No representation or warranty, express or implied, is
given and no responsibility or liability is or will be accepted by or on behalf of PT Deloitte Konsultan Indonesia or by any of its partners, members, employees, agents or any other person as to the
accuracy, completeness or correctness of the information contained in this document or any other oral information made available and any such liability is expressly disclaimed.

This document and its contents are confidential and may not be reproduced, redistributed or passed on, directly or indirectly, to any other person in whole or in part without our prior written consent.

This document is not an offer and is not intended to be contractually binding. Should this proposal be acceptable to you, and following the conclusion of our internal acceptance procedures, we would
be pleased to discuss terms and conditions with you prior to our appointment

©2023PT Deloitte Konsultan Indonesia

http://www.deloitte.com/about

	Slide Number 1
	Slide Number 2
	The Case for AI in Internal Audit
	Deloitte’s Internal Audit Framework
	AI Trends
	Two Main Categories of AI
	Generative AI’s Ability to Transform Internal Audit
	Slide Number 8
	What Can AI do today?The capabilities which AI can provide today are allowing organizations to challenge their ways of working and reveal new prossibilities. Not all of  these will be relevant to internal audit , but some could be applied across the internal audit lifecycle to evolve and innovate approaches. Example of  AI capabilities include:
	Deloitte’s Point of View on the Potential of Generative AI
	AI Maturity in Internal Audit
	Internal Audit AI Activation Workstreams
	AI in Internal Audit – Use Cases
	Two Use Cases
	Model Risk Management
	AI Risk – Trustworthy AI
	AI Model Governance
	Service Delivery Transformation
	GenAI for Internal Audit
	AI Insights from Audit Reports
	Risk Sensing to Identify Audit Focus
	Sample Use Case 3
	Identify Risk & Audit Action Plans from Documents
	AI Savvy Workforce
	Purple People
	Activation
	Activating AI in Internal Audit
	Slide Number 28

